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Earlier, the monitoring and maintaining system was more manual and static. Nowadays it has become a huge concern due to the high
rate of data production. That is why monitoring systems are getting larger, dynamic and dependent on artificial intelligence. In this
report, I have focused on unsupervised anomaly detection in time series data with several statistical process control (SPC) models. I
have also introduced some advanced technology for anomaly detection like, ARIMA family and Engineering process control (EPC).
During this study, I have found that different methods and functions can be used for a single problem solution. This study indicates
which charts and methods are better for time series data including their disadvantages.
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1 INTRODUCTION

Anomaly (Outliers) detection is a technique to identify the unusual behavior or pattern of the system. In other words,
we can say ‘Anomaly’ means unexpected event or value of the dataset. For a huge number of applications, detecting
anomalies is a significant issue. On a daily basis, we are using various applications for personal or business purposes;
between them in many applications; the information is made by several processes which could help to produce the exact
outcome of the system. Constantly, it is not possible for machines to work perfectly and produce accurate outcomes. The
outcome of the system depends on the data. In the generating process, sometimes data contains noise that can provide
unusual behavior or pattern which creates anomalies or outliers of the system [1]. It can detect useful information like,
unusual metric that someone is observing in the system.

Statistical process control is generally utilized as a quality control technique in the industry [1]. The main goal of
statistical process control (SPC) is to process quality and keep up with the interactions to the fixed target value. SPC
have several control charts which are used for unusual variation of the manufacturing process and indicate the problem.
Control charts normally designed for monitoring the data and it shows the characters of data. From these charts, models
are generated so that we can differentiate the anomaly from a prediction. During the implementation of these methods,
several output characteristics appear like, error rate, throughput, latency, concurrency and utilization.

The broad objective of this report is to discuss anomaly detection using Statistical Process Control, its advantages
and disadvantages with a real life example. The specific objective of my study is to describe other useful methods
for anomaly detection in time series data. Here I have found that SPC methods are being improved according to the
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demand and variation of time series data. For multivariate data, the ARIMA family has the most advanced functions to
generate models. At the end, I can say that day by day anomaly detection is a topic that is growing and moving faster
with advanced technologies.

2 LITERATURE REVIEW

An unsupervised machine learning dataset is normally unstructured or unlabeled. They are used for several machine
learning techniques to process the pattern of an unstructured dataset. Many researchers have already used different
techniques to identify anomalies. Between them statistical process control (SPC) is one of the most commonly utilized
methods to monitor a variety of manufacturing systems. There are some recent developments of the SPC model which
includes some control charts such as Shewhart control chart, Moving control chart and cumulative sum control chart
(CUSUM), are examples of techniques that can be applied in this method [8]. Though this kind of control chart only
works for univariate data.

In this section, i will describe some previous literature, related to my works are described as follows – In the work of
[9] Richard Stone “Time series models in statistical process control: considerations of applicability” focused on the
autocorrelation problem in time series data. The author of the paper discussed some limitations of the SPC model. We
know, SPC model includes some control charts that are not efficient to detect anomalies from the autocorrelation time
series data. The Shewhart control chart is the basic process to present the behavior of the data , but it has some control
limits.

A statistical control represents the data in several control charts. SPC is frequently used as a quality control method
in industry where it mostly tracks the univariate data. Research by Lee-Ing Tong et al. [10] focused on this factor. They
wanted to process the multivariate data using SPC method but the traditional SPC method mislead the results. When
the correlation is present in the multivariate data then the characteristics of the increase the type I and type II error.
But, there are some multivariate control charts to solve this problem such as Hotelling’s T2 control chart, multivariate
cumulative sum, but practically they also have some drawbacks [10].

From this, to solve this kind of problem I started to research and found some possible solutions. To solve the
Autocorrelation problem in time series data you can use ARIMA (Autoregressive integrated moving average) family and
also for multiple variate data Engineering process control helps to detect the anomalies efficiently. This engineering
process control (EPC) technique reduces the process variability and tries to keep the process output near to the desired
level [10].

3 METHODOLOGY

To detect anomalies in a system, prediction and modeling is the primary step to follow. Prediction is an idea that comes
from an existing model. Model sets a standard limit to be compared with the data set. Identifiers, unusual cases can
be predicted and detected with the help of models. Models can be found in different ways. To work on time series
data, Statistical Process Control is highly used to generate models as it is ubiquitous. Statistical Process Control is
widely used for detecting abnormal behavior, monitoring processes, and improving product quality [6]. Control charts
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are very common in SPC methods. Different charts are developed which are used in different sectors like business,
economics, healthcare, environment and so on. The Moving window control chart changes the mean after each value
change. Disadvantages of using the moving window control chart is that we need to track recent data history to fit
them into the window. That is why the EWMA chart is more suitable for time series data. The EWMA chart can detect
smaller shifts and it uses the weighted average of every single observation of any time [6]. CUSUM chart is kind of
similar to EWMA but it is a slower and less appropriate monitoring scheme. On the other hand, CUSUM is better in
mean shift detection.

Fig. 1. Exponentially Weighted Moving Average

EWMA model is mainly used to describe a time series. In the control schemes of EWMA, the moving average is
resulted from the multiplying historical observations where the weight decays exponentially over time [7].

𝐸𝑊𝑀𝐴𝑡 = 𝛼 ∗ 𝑟𝑡 + (1 − 𝛼) ∗ 𝐸𝑊𝑀𝐴𝑡−1

Here,

Alpha = The weight which is user-defined

r = Indicates the value of the series in current period

EWMA provides observations depending on previous observations, thus it is a recursive function [4]. Unlike the
moving window control chart, it does not require remembering historical data. It is memory and CPU efficient. Points
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can be detected outside the range and values are generated with the mean by the Gaussian distribution process. Due to
some disadvantages of the EWMA chart, another advanced model has arrived named ‘ARIMA’ [6].

In the time series metrics, trends and seasonality are two characteristics that break many models [6]. A continuous
increment or decrement in the curve is called trend and it does not repeat. Seasonality is a pattern that repeats in a
system [11]. There are different approaches to understanding trends. While trend often refers to historical changes of
data, trend is nothing that happened in the past (this is more like a historical drift), but trend implies a prediction of
future behavior. Or, in other words, a positive trend means that it is likely that the growth continues. The presence of
variations that occur at regular intervals is very common in real-world datasets and identifying these patterns help
improve our anomaly detection and forecasting efforts.

Trends and seasonality may cause false alarms. It may not determine unusual sudden events. To overcome this
problem, Fourier Transform function can be used. It decomposes signals into different frequencies. For sound processing,
decomposing, manipulation and combining frequencies, Fourier transform can be used [6].

In statistical time series, the ARIMA (Autoregressive integrated moving average) family of time series models and
Box-Jenkins approach are very well known. It gives more accurate predictions depending on the very recent data. That
is why this method is highly used in weather forecasting. We can apply parameters, various extensions and change it
according to our data and desired output [6]. ARIMA models contain a lot of parameters such as p, q and d, hence it is a
parametric method. It works like linear regression model where the predictors are not correlated and independent to
each other [5].

Where,

• p : Number of lag observarions in the model.
• q : Indicates the size of the moving average window.
• d : Degree of differenciation.

After completing the first stage: modeling, then comes prediction. During prediction, one can find and detect the
anomaly. So it is one of the foundation steps in anomaly detection.

One-step-ahead prediction is the simplest prediction type. It means that the upcoming value will be similar to the
previous one. In the next level, prediction depends on the recent central tendency. In this case, the predicting value is
close to the recent values. To predict from a high range of data set, simple mean and standard deviation or EWMA
chart is used. To get more sophisticated results ARIMA models are a good choice. Evaluating these predictions gives a
clear idea about anomalies in a system.

To summarize the whole methodology, it can be said that anomaly detection depends on proper data modeling and
predicting abnormal behavior compared to the model [6]. These models are derived from historical data, which is input.
Then the outputs are considered as parameters to predict upcoming events. That is how anomalies are detected in an
unsupervised way with time series data.
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4 IMPLEMENTATION AND DISCUSSION

In this chapter, I will discuss the behavior of the anomaly detection approaches. To apply the anomaly detection
practically you need to follow two options.The first choice is to produce alerts while the other option is to record
the occurrence for further study [6]. It’s risky to generate an alert based on metrics because alerting anomalies will
certainly generate a lot of noise. The best option is to record these unusual observations.

Sometimes, it is critical to ensure the problem that you are attempting to detect as a reliable signal. For this reason,
you must identify metrics which will give you a good result when the system is normal and also provide abnormal
behavior when the system is in trouble. Choosing a metric you need to check some characteristics which will give you
actual output. They are -

• Error Rate.
• Throughput.
• Latency - Which is always give you a complex model distribution.
• Concurrency and utilization.

All the features are difficult to examine using normal statistical techniques without a good model. Now, you can use
any sophisticated method to analyze the abnormal behavior which is best for your problem. To summarize the process,
I am showing you a flowchart which helps you to make the decision to detect anomalies in a more precise way.

Fig. 2. A work example
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In practical work, there are some limitations in every approach to detect anomalies. It is not easy to detect anomalies
from time series data because it has some characteristics such as trend and seasonality. In time series data, trend always
plays a vital role because it occurs in historical changes (Increasing or decreasing) over the time period [8]. To detect
anomalies using statistical process control Shewhart control chart is the elementary knowledge [2]. Though there is no
better substitute to detect anomalies from time series data, you need to improve some processes. From my point of view,
I will suggest ARIMA (Autoregressive integrated moving average) families which include the box-jenkins approach
that will provide a good prediction to detect anomalies. In this work, i only discussed anomaly detection for univariate
data. But on the other hand, what will be the solution of multivariate data? The form of multivariate autocorrelation is
difficult to detect and evaluate.To address this issue, multivariate CUSUM and Maltivariate EWMA control charts gives
you a good result [3].

5 CONCLUSION

In this work, for the early detection of unusual behavior from time series data, I have presented a statistical method
called SPC which includes various control charts. In the very beginning, I have tried to give an overview about statistical
process control. Secondly, I have focused on the most fundamental part of the systemwhich was modeling and prediction,
and also have provided some knowledge which method is best to detect anomalies. Finally, I have presented a flowchart
which helps give an idea on how to detect anomalies. This current method focused on developing the approach to detect
anomalies from time series data for the certain application domain. Anomalies are common occurrences in today’s
systems. As there are different types of anomalies, as a result there are several methods to detect anomalies . This makes
anomaly detection more complicated. Several methods can be conjugated to detect anomalies.
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