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Figure 1: Adversarial attack on classification model based on neural network architecture. [2]

ABSTRACT

Deep neural network architectures have emerged as a powerful tool
in the area of computer vision and image analysis. The convolu-
tional neural network was one of the most commonly used machine
learning algorithms, particularly for image classification and im-
age processing. Many applications have been developed based on
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these neural network architectures. These architectures have se-
rious flaws in their systems which results suspicious and exhibit
potential dangerous behaviours. One such property is the existence
of adversarial examples, which would be transferable among differ-
ent architectures. Evidences from previous researchers supporting
the study of transferability on small-scale datasets. This article sum-
marizes the comprehensive explanations of the transferability over
large models and a large-scale dataset inspired by the work made in
the article Delving into transferable adversarial examples and black-
box attacks[10]. This transferability property would be explained
further with non-targeted and targeted adversarial examples, and
provide reasoning on transferable non-targeted adversarial exam-
ples that are easy to incorporate. The targeted adversarial exam-
ples generated using existing approaches are almost difficult to
transferred with their target labels. Explanation of ensemble-based
approach is made to generate transferable adversarial examples and
also able to transfer with their target labels. Further, these proposed
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methods are applied to the real-world examples to understand the
transferable adversarial examples by performing black box attacks
on Clarifai.com which is an existing black-box image classification
system application.
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1 INTRODUCTION

Adversarial examples are the manipulated input data by adding
noise to the original input, which can later misclassify an original
prediction. Based on the research conclusions about neural network
architectures shows that it is really easy and feasible to generate ad-
versarial examples, [4]. They look much more similar to the original
input and, in return, they can misclassify deep architecture models.
These generated adversarial examples have potential harm and lead
to several dangerous consequences. For example, computer vision
understanding-based applications like autonomous self-driving and
key decision-making image processing applications. Mostly these
adversarial instances are made using the understanding of model
architectures, and it was still an open question that how can these
examples can be created efficiently to find adversarial examples for
a black-box model.

Some works from the earlier research have demonstrated that the
adversarial examples generated for one model are used to exploit
another model and can successfully able be get misclassified output.
This property is described to be as transferability. Further, with the
help of transferability, black box attacks can be performed with the
knowledge of target architecture by developing adversarial exam-
ples from a similar neural network model and attacking a black box
model [12]. These experiments and research were only conducted
on small-scale datasets, which include models such as MNIST [9]
and CIFAR-10 [8]. There are very few research proceedings carried
in case of large-scale datasets and how the transferability can be
applied over models like ImageNet [13] and adversarial examples
that can transfer with their target labels.

We study the transferability of different adversarial example
generation approaches which are later applied to multiple image
classification models which are trained over large-scale databases.
There are mainly two types of adversarial examples, which in-
clude non-targeted adversarial examples and targeted adversarial
examples. The main difference between them is that non-targeted
adversarial examples are generated to misclassify a model without
the interest of the target label, whereas targeted adversarial exam-
ples are generated to manipulate the output of the model to be a
particular target label. There are several existing approaches for
adversarial examples based on a single model which can success-
fully able to generate non-targeted adversarial examples that are
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more likely to be got transferred to another model, and also a few
targeted adversarial examples that can transfer with their target
labels.

The newly introduced and proposed approach for the creation of
transferable adversarial images by ensembling multiple models is
evaluated and resulted in findings of better transferability proper-
ties compared to the other methods. This new approach performed
better when a large proportion of targeted adversarial instances
can be transferred with their target labels [10].

Furthermore, during the process of examining the results, some
interesting findings were made related to the geometric properties
of the models. The gradient directions of different models that are
orthogonal to each other and also the decision boundaries of these
different models align well with each other, providing the main
reason for how adversarial examples can be transferred among the
different architectures [10].

Finally, to validate the vulnerability of the existing real-time web
application based on deep neural network architecture, a website
called Classify.com, an independent commercial company which
provide image classification services is exploited. Results from the
experiment lead to the successful generation of both non-targeted
and targeted adversarial examples from a substitute model and
attacks performed without the knowledge of how the application
is built or their information on trained dataset [10].

Context and organization

For the detailed explanation of methods are summarized in section
2 and followed by results in section 3 as

e Section 3.1 and Section 3.2: Explains the existing approaches
are effective to generate non-targeted transferable adversar-
ial examples only few targeted adversarial examples gener-
ated by existing methods can transfer for ImageNet models
[13].

e Section 3.3 : Explains the introduced ensemble-based ap-
proaches to generate adversarial examples and results in
large portion of generation of targeted adversarial examples
to transfer among multiple models.

e Section 3.4: The analysis of geometric properties for large
models trained over ImageNet [13], and the results explains
the several interesting findings like the gradient directions
of different models are orthogonal to each other.

Section 4: The attack on real time web application called Clari-
fai.com is explained and targeted adversarial examples generated
for models trained on ImageNet [13] is attacks by setting the Clari-
fai.com’s results label different from ImageNet model.

2 METHODS
2.1 ADVERSARIAL DEEP LEARNING AND
TRANSFERABILITY

THE ADVERSARIAL DEEP LEARNING PROBLEM:. let us assume
fa(x) is a classifier function where 6 is the parameters and the
classifier returns the output in the form a label which is a prediction.
Lets consider a original image x given as an input to the classifier
having a truth label as y. we generate a adversarial counterpart of
original image as x* which is close to original image x.
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x = fo(x) =y 1)

In case of non targeted adversarial example, we feed the adver-
sarial image x* to the classifier and expect a output f(x*) # y.

P N C (2)

In case of targeted adversarial example we feed the adversarial
image x* to classifier and expect a output fp(x*) = y* where y* is
the targeted label output and y* # y.

= fy(x) =y" (3)
[4].

2.1.1 APPROACHES FOR GENERATING ADVERSARIAL EXAM-
PLES. This section explains the three classes of approaches for
generating adversarial examples namely optimization-based ap-
proaches, fast gradient approaches, and fast gradient sign approaches
for non-targeted and targeted respectively.

Let us consider image x with original truth label y = fj(x), and
non-targeted adversarial example x* can be modeled by satisfying
the following constraints:

fo(x™) £y 4)

d(x,x*) <B (5

where d() is distance function measured by distance between
the x and x* and B is the distortion with the upper bound placed on
distance function. Considering the loss generality, the model f is
composed of a neural network Jy(x), which outputs the probability
for each label, which implies f also outputs the label with the some
probability.

Optimization-based approach. let us consider 1, be the binary en-
coding of the ground truth label y, and I be a loss function to
measure the distance between the prediction and the original truth
label, and A is a constant to balance constraints (4) and (5).

argminy A - d(x, x*) — 1(1y, Jo(x)) (6)

Here, loss function [ is used to approximate constraint (1), and its
value can affect the effectiveness of searching for an adversarial
example by minimizing the loss function to local optimum. for the
current analysis [(u;v) = log(1 — u - v), is considered [14].

Fast gradient sign (FGS). In this method we need to create the gra-
dients only once to generate the adversarial example. This method
is proposed by the existing work [5] which follows the Lo,-norm
bound to generate the adversarial example.

x* « Clip(x + Bsgn(VxI(1y, Jo(x)))) (7)

where clip(x) is used to clip each dimension of x to the range
of pixel values, i.e., [0; 255].

Fast gradient (FG). This method follows the similar procedure as
Fast gradient sign, the main difference is FGS follows in the direction
of gradient sign where as FG follows the gradient direction.

(Vxl(1y, Jo(x)))
(Vxl(1y, TGO
A targeted adversarial image x* follows the similar generation

approaches as non targeted adversarial image with change in target
label from y to y*.

x* « Clip(x +B ) ()

fox™) =y ©)
[5].

ENSEMBLE-BASED APPROACHES. This method is the newly pro-
posed approach [10] to hypothesize adversarial examples remain
adversarial for multiple models so that it can be transferable to
multiple models. Let us consider k be the multiple white box mod-
els with activation function outputs Jj, J2, ... Jy repressively. The
ensemble approach solves the optimization problem as:

k

argmin}, — log((z a;Ji(x*)).1y) + Ad(x, x¥) (10)
i=1

where Z;C:l a;Ji(x") be the ensemble model, a; are the ensemble
weights.

Let us consider we have 5 models and this approach is carried
as, 4 models are ensemble as white box example and generate the
targeted adversarial example and attack the 5th model in black box
approach.

2.2 EVALUATION METHODOLOGY

2.2.1 NON-TARGETED ADVERSARIAL EXAMPLES. For a given
two models transferability of non targeted examples is measured
as percentage of the adversarial examples generated for one model
that can be classified correctly for the other. This percentage is
considered to be as accuracy indicating lower the accuracy means
better the non targeted transferability.

2.2.2 TARGETED ADVERSARIAL EXAMPLES. whereas in case of
targeted transferability, Percentage of the adversarial examples
generated for one model that are classified as the target label by the
other model. We refer to this percentage as matching rate indicating
A higher matching rate means better targeted transferability.

Distortion. To calculate the dissimilarities between original and
adversarial examples by a measure of distortion. It was calculated
as root mean square deviation, (RMSD) as:

(x} = x;)?

d(x,x*) = Z — (11)

where x* and x are the vectors representations of an adversarial
image and the original one respectively, N is the dimensionality
and X; is the pixel value ranging from 0 to 255 similarly for x} we
measure the
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3 RESULTS

The main focus is to examine the properties of transferability of
adversarial examples for the both targeted and non targeted adver-
sarial examples. The models considered are trained on ImageNet
[13] architecture to perform the transferability. the models are as
follows: ResNet-50, ResNet-101, ResNet-152 [6], GoogLeNet [16]
and VGG-16 [15]. The transferability is examined by considered
the LSVRC 2012 validation set [13], out of 1000 images, 100 images
are segregated as test data. The target label is selected manually in
case of targeted adversarial attack.

3.1 NON-TARGETED ADVERSARIAL
EXAMPLES

In this section, we examine the generation of non targeted adver-
sarial examples using stated approaches in section 2 and discuss
about interpretation of results observed.

OPTIMIZATION-BASED APPROACH. For a single model, the Adam
optimizer [7] is used to generate adversarial example x* and origi-
nal image x to optimize the objective function of optimization based
approach (6). For the individual model the learning rate is set to
small RMSD which is less than 2 and defined A. The Adam opti-
mizer finds the adversarial examples with small distortions and can
successfully manipulable the target model. Further observations
are also recorded by running the optimizer for larger distortions
by setting the learning rate as 4 for 100 iterators to generate the
adversarial examples.

RMSD | ResNet-152 | ResNel-101 | ResNel-50 | VGG-16 | GoogLeNet
ResNet-152 | 22.83 0% 13% 18% 19% 11%
ResNet-101 [ 23.81 19% 0% 21% 21% 12%
ResNet-50 | 22.86 23% 20% 0% 21% 18%
VGG-16 22.51 22% 17% 17% 0% 5%
GoogLeNet | 22.58 39% 38% 34% 19% 0%

Panel A: Optimization-based approach

Figure 2: Transferability of non-targeted adversarial images
generated between pairs of models. The first column indi-
cates the average RMSD of all adversarial images generated
for the model in the corresponding row. The cell (i; j) indi-
cates the accuracy of the adversarial images generated for
model i (row) evaluated over model j (column) [10].

From the figure 2 panel A refers to the results obtained by ad-
versarial examples generated using optimization based approach
on one network and evaluated on another network. The diagonal
values from the results indicates that, all adversarial images gen-
erated for one model can mislead the same model. The rest of the
values interpreted as the large proportion of non-targeted adversar-
ial images generated for one model using the optimization-based
approach can transfer to another. we also interpret that the three
ResNet models having similar architectures which differ only in
the hyper parameters.The adversarial examples generated against a
ResNet model do not particularly transfer to another ResNet model
better than other non-ResNet models. For instance, the adversarial
examples generated for VGG-16 have lower accuracy on ResNet-50
than those generated for ResNet-152 or ResNet-101.
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FAST GRADIENT-BASED APPROACHES. For Fast gradient based
approach we generate the adversarial examples as discussed in
the equation (7). The generated examples lie in the 1-D subspace
and it is easily able to approximate the minimal distortion in this
subspace of transferable adversarial examples between two models.
We know that the hyper parameter distortion B and the RMSD of
the generated adversarial images are highly correlated and obtain
the distortion B to generate adversarial images with a given RMSD.

RMSD | ResNet-152 | ResNet-101 | ResNet-50 | VGG-16 | GoogLeNet

ResNet-152 | 2345 4% 13% 13% 20% 12%
ResNet-101 | 2349 19% 4% 11% 23% 13%
ResNet-50 | 23.49 25% 19% 5% 25% 14%

VGG-16 23.73 20% 16% 15% 1% 1%
GoogLeNet | 23.45 25% 25% 17% 19% 1%

Panel B: Fast gradient approach

Figure 3: Transferability of non-targeted adversarial images
generated between pairs of models. The first column indi-
cates the average RMSD of all adversarial images generated
for the model in the corresponding row. The cell (i; j) indi-
cates the accuracy of the adversarial images generated for
model i (row) evaluated over model j (column) [10].

From the figure 3 panel B refers to the results obtained by ad-
versarial examples generated using fast gradient based approach
on one network and evaluated on another network. we observe
the average RMSD from the first column is almost similar to the
generation using optimization approach. The diagonal values from
the results are all positve indicates that all adversarial images gen-
erated for one model cannot fully mislead the output. the values
of non-diagonal cells are accuracy values of adversarial images
generated for one model but evaluated on another are having good
accuracy and in comparable to the counterparts of optimization-
based approach have a similar or less accuracy. The results shows
that non-targeted adversarial examples generated by FG exhibit
transferability as well.

Similar experiments are also considered by using Fast gradient
sign app approach but the transferability results observed are not
performed well when compared to Optimization based and fast
gradient based approach.

3.2 TARGETED ADVERSARIAL EXAMPLES

In this section, we examine the generation of targeted adversarial
examples using stated approaches in section 2 and discuss about
interpretation of results observed.

OPTIMIZATION-BASED APPROACH. From the figure 4 gives the
results of targeted adversarial generated using optimization-based
approach and interprets the results of transferability of targeted
adversarial images. we can observe that the diagonal values of
the table stated that, the prediction of targeted adversarial images
can match the target labels when evaluated on the same model.
In contrast, if we observe the non diagonal elements, the targeted
adversarial images can be rarely predicted as the target labels by
a different model. We can conclude from the observations that
the target labels do not transfer among the other models. In case
we increase the distortion as well the results still do not see any
improvements on making target label transfer.
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RMSD | ResNet-152 | ResNet-101 | ResNet-50 [ VGG-16 | GoogLeNet
ResNet-152 | 23.13 100% 2% 1% 1% 1%
ResNet-101 | 23.16 3% 100% 3% 2% 1%
ResNet-50 | 23.06 4% 2% 100% 1% 1%
VGG-16 2359 2% 1% 2% 100% 1%
GoogLeNet | 22.87 1% 1% 0% 1% 100%

Figure 4: The matching rate of targeted adversarial images
generated using the optimization-based approach. First col-
umn indicates the average RMSD of the generated adversarial
images. Cell (i; j) indicates that matching rate of the targeted
adversarial images generated for model i (row) when evalu-
ated on model j (column) [10].

RMSD | ResNet-152 | ResNet-101 | ResNet-50 | VGG-16 | GoogLeNet
ResNet-152 | 23.55 1% 2% 0% 0% 1%
ResNel-101 | 23.56 1% 1% 0% 0% 1%
ResNet-50 | 23.56 1% 1% 1% 0% 0%
VGG-16 23.95 1% 1% 0% 1% 1%
GoogLeNet | 23.63 1% 1% 0% 1% 1%

Figure 5: The adversarial images are generated using the tar-
geted FG. The first column indicates the average RMSD of
all adversarial images generated for the model in the corre-
sponding row. The first column indicates the average RMSD
of the generated adversarial images. Cell (i; j) indicates that
top-1 matching rate of the targeted adversarial images gener-
ated for model i (row) when evaluated on model j (column).
Higher value indicates more successful transferable target
labels.

FAST GRADIENT-BASED APPROACHES. From the figure 5 We
tend to examine the targeted adversarial images generated by fast
gradient-based approaches, and we observe that the matching rates
of across the combination pair of models are very low which indi-
cated that the target labels do not transfer as well. results tend to
close the conclusion as most targeted adversarial images cannot
mislead the model for which the adversarial images are generated
and to predict the target labels.

From the method of calculations of fast gradient it is to the fact
that the fast gradient-based approaches only search for attacks
in a 1-D subspace. In this particular subspace, the total possible
predictions may contain a small subset of all labels, which usually
does not contain the target label. We see the matching rate of any
of the 5 models is 0% which lead to the conclusion of the attacker
cannot generate successful targeted adversarial examples and also
targeted transferability.

3.3 ENSEMBLE-BASED APPROACHES

The proposed ensemble-based model is discussed in section 2.1.1
of methods. The targeted adversarial examples are generated using
this novel approach idea and by the adam optimizer. Equal ensem-
ble weights are considered across all five models used for earlier
explanations in the ensemble. For this analysis, the learning rate is
set to 8 for each model and in each iteration, adam update is applied
for each model and later aggregated into one input image. This
resulted in the generation of targeted adversarial images whose
target labels can transfer among the other models.

RMSD | ResNet-152 | ResNet-101 | ResNet-50 | VGG-16 | GoogLeNel
-ResNet-152 | 30.68 38% 76% 70% 97% 76%
-ResNet-101 | 30.76 5% 3% 69% 8% 3%
-ResNet-50 | 30.26 84% 81% 46% 99% T1%
-VGG-16 31.13 4% 78% 68% 24% 63%
-GoogLeNet | 29.70 90% 87% 83% 99% 11%

Figure 6: The matching rate of targeted adversarial images
generated using the optimization-based approach. The first
column indicates the average RMSD of the generated ad-
versarial images. Cell (i; j) indicates that percentage of the
targeted adversarial images generated for the ensemble of
the four models except model i (row) is predicted as the target
label by model j (column). In each row, the minus sign "-"
indicates that the model of the row is not used when gener-
ating th attacks [10].

From the figure 6 we observe the results of the matching rate of
targeted adversarial images generated by ensembling and by using
the optimization-based approach. From the diagonal values, we can
interpret that the transferability to ResNet models is better than to
VGG-16 or GoogLeNet when adversarial examples are generated
against all models except the target model. For the non-diagonal
values not all targeted adversarial images can be misclassified to the
target labels by the models used in the ensemble which indicates
looking for an adversarial example for the ensemble model, there
is no direct supervision to mislead any individual model in the
ensemble to predict the target label.

A similar approach is also applied for non-targeted adversarial
examples from the results in figure 7 clearly states that the gen-
erated adversarial images have almost perfect transferability by
looking at their matching rate.

RMSD | ResNet-152 | ResNet-101 | ResNet-50 | VGG-16 | GoogleNet
-ResNet-152 | 17.17 0% 0% 0% 0% 0%
-ResNet-101 [ 17.25 0% 1% 0% 0% 0%
-ResNet-50 17.25 0% 0% 2% 0% 0%
-VGG-16 17.80 0% 0% 0% 6% 0%
-GoogLeNet | 17.41 0% 0% 0% 0% 5%

Figure 7: Accuracy of non-targeted adversarial images gen-
erated using the optimization-based approach. The first col-
umn indicates the average RMSD of the generated adversarial
images. Cell (i; j) corresponds to the accuracy of the attack
generated using four models except model i (row) when eval-
uated over model j (column). In each row, the minus sign "-"
indicates that the model of the row is not used when gener-
ating the attacks [10].

3.4 GEOMETRIC PROPERTIES OF DIFFERENT
MODELS

The study was conducted during the analysis to check whether the
adversarial directions of different models align with each other by
calculating the cosine value of the angle between gradient directions
of different models. The results from figure 8 concluded to the
gradient directions of different models are almost orthogonal to
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each other by observing that all non-diagonal values are close to 0
for most images. For detailed results, can be referred to in 9.

ResNet-152 | ResNet-101 | ResNet-50 | VGG-16 | GoogleNet
ResNel-152 1.00 — — — —
ResNet-101 0.04 1.00 — — —
ResNel-50 0.03 0.03 1.00 — —
VGG-16 0.02 0.02 0.02 1.00 —
GoogLeNet 0.01 0.01 0.01 0.02 1.00

Figure 8: Average cosine value of the angle between gradient
directions of two models. Notice that the dot-product of two
normalized vectors is the cosine value of the angle between
them, for each image, we compute the dot-product of nor-
malized gradient directions with respect to model i (row) and
model j (column), and the value in cell (i; j) is the average
over dot-product values of all images. Notice that this table
is symmetric [10].

VGG-16 ResNet-50

ResNet-101

ResNet-152

GoogLeNet

TN

Zoom-in

Zoom-out

Figure 9: Decision regions of different models. We pick the
same two directions for all plots: one is the gradient direc-
tion of VGG-16 (x-axis), and the other is a random orthogonal
direction (y-axis). Each point in the span plane shows the
predicted label of the image generated by adding a noise to
the original image (e.g., the origin corresponds to the pre-
dicted label of the original image) [10].

4 BLACK BOX ATTACKS

A black box attack is a penetration testing methodology where the
attacker has no idea about the model architecture and dataset which
is used to train the model. For this analysis to test the proposed
models, a real-world application called Clarifai.com which is a
commercial company providing state-of-the-art image classification
services performed a black box attack. In this procedure, 100 original
images are passed to Clarifai.com and the returned labels are correct
based on a subjective measure. The results indicate that labels
returned from Clarifai.com are also different from categories in
ILSVRC 2012.

In the current analysis, 400 adversarial images are passed on
to the network out of which 200 of them are targeted adversarial
examples, and the remaining 200 are non-targeted ones. As for the
200 targeted adversarial images, 100 of them are generated using
the optimization-based approach based on VGG-16 and the rest 100
are generated using the optimization-based approach based on an
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ensemble of all models except ResNet-152. Similar stratification is
made for non-targeted adversarial examples as well.

From the results of figure 10, for non-targeted adversarial exam-
ples, the results exhibited that for those generated using VGG-16
and those generated using the ensemble, most of them can transfer
to Clarifai.com. For a large proportion of considered targeted ad-
versarial examples are misclassified by Clarifai.com. Out of which
57% of the targeted adversarial examples generated using VGG-16
and 76% of the ones generated using the ensemble approach are
classified as the incorrect label which is different from the ground
truth.

Similarly, In the case of targeted adversarial examples, 18% of
those generated using the ensemble model and 2% of VGG-16 can
predict the labels close to the expected target label.

Clarifai.com targeted Clarifai.com results
original true B target vt
imape \abel results of \abel adversarial of targeted
= original image example adversarial example
bridge. window,
sight. window wall
viaduct arch, screen old.
river, decoration,
sky design
fruit, Buddha,
hip, rose fall, y gold,
hi food stupa, 1
ip, ood, tope temple,
rosehip little P s W celebration,
wildlife E & B artistic
dogsled, | group together, s cherry,
dog four, hip, rose f fiet *ﬂ branch
sled sledge, hip. 5 o | fruit
dog sled, rosehip y food,
sleigh enjoyment season
pug, sea seal,
- friendship. ocean,
pue. adorable, sea lion head
pug-dog
purebred, sea,
sit cute

Figure 10: Original images and adversarial images evaluated
over Clarifai.com. For labels returned from Clarifai.com, we
sort the labels firstly by rareness: how many times a label
appears in the Clarifai.com results for all adversarial images
and original images, and secondly by confidence. Only top 5
labels are provided [10].

5 CONCLUSION

The transferability of both non-targeted and targeted adversarial in-
stances was produced using various methodologies over big models
and a large size dataset. The results demonstrate that even for large
models and a sizable dataset, the transferability for non-targeted
adversarial cases is possible. On the other hand, it is challenging
to generate targeted adversarial cases with transferable target la-
bels using current techniques. The new ensemble-based technique
shows how effectively it can transferable targeted adversarial exam-
ples. In contrast to existing models, the novel techniques perform
better at producing non-targeted transferable adversarial examples.
Clarifai.com, a black-box image classification system, can be suc-
cessfully attacked using both non-targeted and targeted adversarial
examples produced using novel methodologies. In addition, some
geometrical characteristics to supports the transferable adversarial
instances.
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6 DISCUSSION

Neural networks are emerged as key machine leaning algorithm
in the area of image classification models. These neural network
architecture poses a serious security flaw in the form of adversar-
ial examples. The adversarial examples are the maniputed input
by adding an pertubation or noise to original images. These ma-
nipulated images are feed into classification model to misclassify
the output. These adversarial examples could hinder the deep neu-
ral network architecture and results in suspicious and potential
harmful behaviors.

The traditional approach to generating these adversarial exam-
ples involves an optimization-based approach and fast gradient
approaches. Using these approaches one can create adversarial ex-
amples based on the target label to misclassify the output. The
adversarial examples are described as "non-targeted adversarial
examples" which can misclassify the network regardless of misclas-
sified label it predicts and "targeted adversarial examples" which
can misclassify a network with a specific target label.

The adversarial examples created for one model can also be fed
to another model and could successfully misclassify the prediction.
This property is described as "transferability”. In the current discus-
sion, we mainly focus on the transferability property of adversarial
examples among both the targeted and non-targeted manners.

From the results of experiments, one could successfully transfer
the non-targeted adversarial examples when adversarial examples
were generated using existing approaches. In contrast, targeted
adversarial examples could not able to transfer among other models
when adversarial examples are generated by existing approaches.
A new approach called the ensemble-based approach is proposed
by the combination of multiple models. Later using the ensemble-
based approach one could generate targeted adversarial examples
to attack another model.

Furthermore, we discuss the results on how these adversarial
examples were generated upon a white box model and later trans-
ferred to attack over image classification model called Clarifai.com
which is a black box system.

6.1 Core Concept(s)

The researchers are explaining the core concepts about the serious
flaw in the neural networks in the form of adversarial examples [4].
Additionally, the main focus was on the transferability of targeted
and non-targeted adversarial examples. This was the first work to
conduct a transferability over large models and large datasets [10].
They have a newly proposed method called the ensemble-based
approach in the generation of adversarial examples which can trans-
fer among the other networks and misclassify the prediction with
the target label. During experiments, the geometric properties of
different models were also analyzed. they have evidence to support
that the gradient directions of different models in the evaluation
are almost orthogonal to each other [10].

6.2 Scope of Research

The results observed from the article [10] support the evidence,
transferability of targeted adversarial examples and can successfully
attack the state of art classification models with their black box
access. In the current work, there were only five models whose

model architecture and dataset they trained are known to generate
the adversarial examples. Later they tend to attack a black box model
which is a substitute for used white box models. This scope can
be further applied by considering some different combinations of
model architectures and generating adversarial examples. Further,
implement to attack a similar architecture and observe the results.

From the results of the black box attack on Clarifai.com, the
adversarial examples generated by the ensemble-based approach,
out of all the predictions only 18% of the targeted adversarial ex-
amples can misclassify and predict close to the target label. The
results indicate a very low percentage of the adversarial examples
generated performing with a good misclassification rate and most
of the time they cannot misclassify to the target label. This scope
can furthermore be studied about the reasons for not achieving a
higher percentage and required an in-depth analysis of how the
ensemble-based approach can be more exploitable to the vast range
of different neural network architectures.

In the current work, the adversarial examples were generated us-
ing existing approaches which include optimization-based and fast
gradient approaches. This scope could be replaced by considering
the alternative method like Projected Gradient Descent (PGD) [11]
and Carlini and Wagner (C&W) attack [1]. These methods would
generate a much more robust adversarial examples and could ex-
plore the transferability of these adversarial instances over the black
box accessible models.

6.3 Implications of Findings

In the current analysis, the researchers could successfully achieve
the transferability of non-targeted and targeted adversarial exam-
ples based on the evidence upon the geometric properties of dif-
ferent models. There are supporting works which also discuss the
geometric models for the Robustness of classifiers from adversarial
to random noise [3] and [5]. The main difference between them
is large models trained over a large dataset with 1000 labels are
additionally discovered whose geometric properties are never ex-
amined before. This made new observations to better understand
the models and their adversarial examples.
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Figure 11: When using non-targeted optimization-based ap-
proach for VGG-16 model to generate adversarial images, col-
umn i indicates the top 5 common incorrect labels predicted
by model i. The value in the parentheses is the percentage of
the predicted label..

The results from figure 11 we observe that not all non targeted
adversarial examples could be transferable which are generated
by optimization based approach. There are some instances provid-
ing evidences for transferable non-targeted adversarial images are
classified as the same wrong labels. The model used for generating
adversarial examples is VGG-16 which in return consists of 999
categories. This indicates increase in number of categorical labels
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in the model leads to wrong predictions of target labels with same
name and hence more vulnerable to adversarial examples.

The current work made on some intersecting findings by propos-
ing concepts of constructing a substitute model to attack a black-box
aces-sable target model. To train the substitute model, a technique
was inspired which can synthesizes a training set and label them by
searching the target model for labels [12]. Using this approach, one
can perform black-box attacks on machine learning model which
are hosted by by Amazon, Google, and portals.

6.4 Limitations

The article provides the evidence of supporting the main hypothesis
to explore the possibilities of vulnerability in deep neural network
architecture. The exploiting of these neural network architecture
is performed based on the vulnerability of the models and tend to
misclassify the prediction. The researcher intention is generating a
adversarial examples and transferring of these instance across the
models. In the final conclusions they are successful in generating
some concrete evidences that proves models have a serious flaw
in their architectures. No further discussion was made about how
can these vulnerabilities could be avoided by adversarial examples.
The method of generating these adversarial examples could prove
a scope of applying patches to vulnerable models and can also be
avoid further mode of attacks on these models.

some research techniques like Adversarial training with pertur-
bation or noise shows that models can withstand for adversarial
attacks. Adversarial training with perturbation or noise helps the
model training with adv adversarial examples generated using the
existing approach in the training phase of model and reduce the
classification errors [18].

Ensemble Adversarial Training Attacks and Defenses is the one
of the contracting methodology where the proposed novel approach
in the article. This method mainly focus on adversarial training con-
verges to a degenerate global minimum, wherein small curvature
artifacts near the data points can unclear a linear approximation
of the loss. Also, This technique protect augments of training data
with perturbations transferred from other models [17].

6.5 Summary

Adversarial examples are manipulated inputs generated to fool
machine learning models. Current existing machine learning algo-
rithms especially neural network architectures can severely effected
and the prediction of these models are misclassified. The current
article explains the possible vulnerability of these models by gen-
erating the adversarial examples and transferring the generated
adversarial examples across the models.

From the analysis, The non-targeted adversarial examples gen-
erated using the optimization approach and fast gradient approach
can successfully be transferred to another model and misclassify
their prediction. In the case of targeted adversarial examples gener-
ated using optimization and fast gradient, approaches are almost
impossible to transfer among the models and misclassify them. Us-
ing the Ensemble-based approach up to some extent we can able
to misclassify the prediction with the target label. For instance, for
the VGG model up to 18% of its predictions are got misclassified as
per mentioned target label.

Sohith Dhavaleswarpu

These vulnerabilities in the models can posses serious conse-
quences when deployed in crucial sectors like Medical, defense, and
social aspects. The explained adversarial attacks need to be tack-
led with proper security updated for existing models and train the
new model with proposed methods like Adversarial training with
perturbation or noise or Ensemble Adversarial Training Attacks.
Furthermore, research is to be conducted in the field of neural net-
works to identify possible vulnerabilities like adversarial examples
and methods to not get exploited in near future.
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